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HP2C Project Partners

e Large-Scale Parallel Nonlinear Optimization for 3D-Seismic Imaging

— ETHZ: Institute of Geophysics & Swiss Seismological Service
* D. Giardini, L. Boschi, T. Nissen-Meyer (Computational Seismology)

— University of Basel: Math&Computer Science Department
* M. Grote (Math., Computational Wave Propagation)
* O.Schenk, H. Burkhart (CS, Computational Optimization and HPC)

— Academic and Industrial Cooperation Partners:
* A. Wachter (IBM Watson, 6-month Sabbatical, Computational Optimization)

e J. Tromp (Princeton 3-month Sabbatical, Computational Seismology)
* NVIDIA Research, summer intern + consulting

* HP2C Funding:
— 2 PostDocs & 1 PhD (U Basel), 1 PostDoc (ETHZ)
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Seismic tomography: Mapping the Earth’s structure and dynamics
Seismicity and seismometers
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The forward problem

Find ground displacement d, upon assumed
earthquake source characteristics s and background earth model m,;:

F: (m,s;)—>d,

— > Solution to the (linear) elastodynamic wave equation F

Simplified model:
- Normal-mode summation
- Reflectivity methods

Complex model:

- Finite-difference methods

- Discontinuous Galerkin methods
- Spectral-element methods

Peter, Boschi, Woodhouse (2009)
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The inverse problem

Find earth model m upon recorded seismic data d,
assumed initial model m, and source characteristics s,:

G1: (d,mgys,d,)—>m
> Nonlinear, overdetermined, non-unique, ill-posed, unverifiable

Calculation of G (dd /Om):
- Geometrical ray theory i1 | ez
- Wave-based Fréchet derivatives /Pj'thf

NEP

Gy

i

000015 -

Q0T =

Se-0a1

Inversion approaches:
- linearization: d=G; m;
- gradient techniques

- probabilistic methods
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The inverse problem
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Adjoint tomography: Southern California
143 earthquakes

6,864 simulations :
168 cores per simulation ks
45 minutes of wall-clock time per simulation
864,864 core hours ,
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Computational tasks

Global spectral-element method S

*

- highly efficient, explicit (Gordon Bell prize "03)
- solves all relevant physics at the global scale
- open-source (geodynamics.org)
- typical global simulation: 10 hours on
400 cores

150,256

Local discontinuous Galerkin method

Previous Ea

Number of cores (1.8 GB fcore)

- highly flexible (tetrahedral elements)
- solves all relevant physics at the global scale

- computationally expensive, _ y :
nOt Open-access yet - 3‘ﬂl;e:smllui:la:mlsgelsmm pgl:lina‘:‘! lengﬂitsl,'p.“
. e NERSC Franklin NICS Kraken  ORNL Jaguar TACC Ranger
Adjoint tomography 3.0s 2525 194s 184s
12,696 cores 17,496 cores 29,400 cores 32,888 cores
- 3 simulations per earthquake & iteration 16 TFLOPS 224TFLOPS  357TFLOPS  28.7TTFLOPS

- cost independent of # seismometers
- 16 iterations needed in Southern California
- No Hessian preconditioning available
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Forward Problem in 3D Seismic Imaging

Second-order Wave Equation:

8t2 -V @u in € x [0,7],
@Vu-n:() on I'x[0,7],

u=0 at t=0,

=0 at t=0,

Discontinuous Galerkin Methods (M. Grote, A. Schneebeli, D.Schotzau, 2007)

* Flexibility in mesh-design (tetrahedral elements)

e easily handles varying polynomial degree (hp-adaptivity)

e (Block-)Diagonal mass matrix & local time stepping = truly explicit&parallel
e GPU Code HEDGE (A. Klockner, JCP 2009)

=
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Discontinuous Galerkin (DG) method

Numerical Experiments in 2D (4th order in time, M. Grote, D. Schotzau, 2009)

heoarse=0,0125, hf"e=7.62.10> = hearse /170
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Seismic Inversion

U A -
minimize ;/0 /Q[u @2 O(x — x,;) dS dt + ,8

2
s. t. %—V%:f in Q x[0,7],
@Vu-n:() on ['x [0,7],

uw=0 at =0,

i=0 at t=0,
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Large-Scale Optimization

min x
reR" ( )
s.t. c(x)=0
d(z) <0
Nonlinear Small-Scale Large-Scale
Optimization (10° variables) (10° to 108 variables)
Multicores - Randomized metaheuristics - Interior-point optimization
(<16 cores) (Evolutionary Algorithms, + Fast convergence
Simulated Annealing, Ant Colony) | - Need derivate information
- Derivative-free optimization (Jacobian, Hessian matrices)
- Interior-point optimization - Matrices are indefinite and
highly ill-conditioned
Manycores ——— - Interior-point optimization

(~1‘000 cores)
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Large-Scale Optimization

min f(z)
S T sena vomaion
) <T

* Nonlinear, overdetermined, non-unique, ill-posed, nonconvex and LARGE-SCALE

* Interior point methods are good candidates for very large problems.
e Optimization Algorithm:
— Primal-dual interior point method (A. Wachter, ACM TOMS, 2006)

— Line-search filter method using inexact steps to ensure global convergence
(Curtis, Wachter, S., SISC 2010)

— Massively parallel implementation on up to 1°000 cores (A. Wachter, S., 2010)
— Parallel inexact sparse linear algebra kernel (A. Sameh, S., A. Wachter, 2010)
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Why Optimization with Inequalities?

Inverse Problems: 2D Time-harmonic Wave Equation

T
. / ’l

s 2

Source: SNF Project Multiscale Analysis and Simulation for Waves in Strongly Heterogeneous Media
(Grote, Schenk, 2010)
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Why Optimization with Inequalities?

Inverse Problems: 2D Time-harmonic Wave Equation
el e | e i by

]

min
reR™

11 it.

Source: SNF Project Multiscale Analysis and Simulation for Waves in Strongly Heterogeneous Media

(Grote, Schenk, 2010)
e y
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The KKT conditions for the Second-Order Wave Equation

L(u, A, q) = Z/o f[u* —u)?0(x — x;) ddt + BR(q) +

* Lagrangian functional

* First order optimality condition
AlgJu=f in Q x 10,71,

.. too large to invert.
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|
KKT matrix is of size 2(N,N,)+N,. Here N, is the number nodes, and N, are the time steps.

* G. Biros and O. Ghattas, Parallel Lagrange-Newton-Krylov-Schur Methods for PDE-
Constrained Optimization. Part I: The Krylov-Schur Solver, SIAM SISC, 2005

* Final Goal is to include inequality constraints into the inversion process (research with A.
Wachter, IBM Watson)

R
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3D Seismic Imaging Software Stack

Sacond Year (2011)

Part A

SPECFEM
[e.g. Ref. 56]

Forward Seismic Code

IPOPT
[e.g. Ref. 38, 88]

PSPIKE
[e.g. Ref. 72, 73]

Inversion Code

HEDGE
[e.g. Ref. 53]

Forward SeismicCode

March 16, 2010

First Yanr (2010}

Forward Modeling

SPECFEM on
massively parallel
architectures

on distributed parallel
CPU cluster
(=5'000 cores})

IPOPT/PSPIKE an
moderate parallel
architectures

on distributed parallel
CPU cluster
(= 1'000 cores)

Discontinuous
Galerkin with local
time stepping

higher order DG on
GPU cluster with
<=4 GPUs

Inverse Modeling

N

SPECFEM on
massively parallel ~
architectures

on distributed parallel
CPU cluster
(=10'000 cores)

IPOFT/PSPIKE on
massively parallel
architectures

on distributed parallel
CPU cluster

{mixed MPI/OpenMP
threads < 5'000 cores)

Discontinuous
Galerkin with local
time stepping

higher order DG on
GPU cluster with
<500 GFUs

Third Year {2012)
Advanced
Inverse Modeling
SPECFEM on NEXT GENERATION OF
massively parallel 1y PARALLEL SEISMIC
architectures INVERSION CODE FOR
PETASCALE
on distributed parallel ARCHITECTURES
CPU-GPU cluster
{=20'000 cores)
s
_| —
|
IPOPT/PSPIKE on GENERAL PURPOSE
massively parallel NONLINEAR
architectures 2=y QPTIMIZATION CQDE
N MASSIVELY
on distributed parallel PARALLFL
CPU cluster ARCHITECTURES
(UPC Implementation,
< 10'000 cores)
1l
™
Discontinuous ADVANCED DG SEISMIC
Galerkin with local WAVE PROPAGATION
time stepping T CODE QN EMERGING
ARCHITECTURES
higher order DG on
GPU cluster
(as large as avaiable)
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Thank you for your attention!

Questions?




